Wissen
lockt
Seit 1456

ERNST MORITZ ARNDT
UNIVERSITAT GREIFSWALD

Resampling for U-Statistics:

a New and Fast Method

Martin Wendler
joint work with O.Sh. Sharipov and J. Tewes

German Probability and Statistics Days 2016

 Institut far
Mathematik und Informatik

Martin Wendler Resampling for U-statistics March 3,2016 1/26



Outline

Limit Theorems for U-Statistics
Independence
Dependence

Bootstrap Methods
Plug-in Bootstrap and Subsampling
New Method: Partial Bootstrap

Martin Wendler Resampling for U-statistics

March 3,2016 2/26



Limit Theorems for U-Statistics Independence
Dependence

One-Sample-U-Statistics

> (Xn) o Stationary sequence of random variables
» h:1R? — R measurable and symmetric

Un(h) == = 57 h(X, X))

)
2/ 1<i<j<n

called (bivariate) U-statistic U, (h) with kernel h
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Limit Theorems for U-Statistics Independence
Dependence

Examples

1. h(x,y) = Ix—Vy|

Gini’s mean difference
2. h(x,y) = 3(x — y)?

sample variance
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Limit Theorems for U-Statistics Independence
Dependence

Hoeffding-Decomposition

decompose U, (h) into linear part and degenerate part

Un(h) =0+ %Z hy ()(I) + Un(hg)

=1
with
0 .= Eh(X1,X2)
hi(x) := Eh(x, Xz) — 6
ha(x,y) :== h(x,y) — hi(x) — hi(y) — 0.

degeneracy: for i < j and X;, X; independent

Elho(Xi, X)) Xi] = O
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Limit Theorems for U-Statistics Independence
Dependence

CLT under Independence

summands of U,(ho): uncorrelated

4 1

Z Var ha(Xi, Xj) = O(?)

Var Un(h2) - (n - ) 1<i<j<n

CLT for partial sums

me N (0,4 Var hi(X;))

Theorem (Hoeffding, 1948)

(Xn)nenw i.i.d. random variables and Var hy(X;) < oo, then

Vn(Un (h) —8) 2> N (0,4 Var by (X))
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Limit Theorems for U-Statistics Independence
Dependence

CLT under Dependence

Vi(Un(h)—0) B N (0,4020)
with O'go = Var [h1 (X1 )] +2 220:2 Cov [h1 (X1) , hy (Xk)]

» Hoeffding (1948): independence, second moments
» Yoshihara (1976): absolute regularity, (2 + §)-moments

» Denker, Keller (1986): near epoch dependence on absolutely
regular sequences, (2 + ¢)-moments, continuity condition

» Dehling, Wendler (2010): strong mixing, (2 + ¢)-moments,
continuity condition

if Var [hy (X7)]: degenerate U-statistic, other limit
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Limit Theorems for U-Statistics Independence
Dependence

Strong Mixing

(Xn) ey Stationary process

strong mixing coefficient given by

a(k)=sup  sup |[P(An B) — P(A)P(B)|,

neENAeF] BEFS

where 72 o-field generated by r.v's Xa, ..., X,
(Xn) ey called strongly mixing, if a(k) — 0 as k — oo

» goes back to Rosenblatt (1956)
» standard assumption
» time series models like ARMA coverd under extra conditions
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Limit Theorems for U-Statistics Independence
Dependence

Continuity Condition

h(x, y) satisfies the variation condition with constant L, if for all ¢ > 0

E Sup ‘h(X,y)—h(X, Y)| SLE,
(6y)=(X, V)l <e

where X, Y are independent with same distribution as Xj.

holds for
» Lipschitz-conitnuous kernels, e.g. h(x,y) =[x — y|
> h(x,y) = %(x — y)? (variance estimation)
» discontinuous kernels under extra conditions, e.g.
h(x,¥) = Lix-y1<ty
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Plug-in Bootstrap and Subsampling
Bootstrap Methods New Method: Partial Bootstrap

Efron’s Bootstrap

» Xi,...,Xpi.i.d., real-valued
» distribution F(t) = P(X; < t) not known
» distribution needed for tests and confidences intervals
» P((Xy,...,Xn) € A) =2
Efron’s Bootstrap:
> estimate F by Fy(t) = 2577 Tx<p

» bootstrap sample: X7, ..., X} i.i.d. conditional on X, ..., X, with
distribution function F,

» estimate P((Xj,...,X,) € A) by

PH((XF,...,X5) € A) = P((XF,....X*) € AlXq, ..., Xpn)
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Plug-in Bootstrap and Subsampling
Bootstrap Methods New Method: Partial Bootstrap

Efron’s Bootstrap |l

» Xi, ..., Xp: draw with replacement from X, ..., X,
» P[Xr=X]|=1for ij=1,....n
» use Monte Carlo simulation

>‘<1* )‘< )‘@f )‘Cf
X)1( )(4)(3 X;( )(4)(3 X;( )(4)(3 X;( )(4)(3
°Xs °Xs °Xs °Xs
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Plug-in Bootstrap and Subsampling
Bootstrap Methods New Method: Partial Bootstrap

Plug-in Bootstrap for U-Statistics

» bootstrap Xi,..., X,
» calculate U, for X;, ..., X}

Us(h) = i h(x,.*,x,*) _ 642 Zm )+ Us(ho)

for the linear part (Singh, Bickel, Freedman, 1981):
1 L * * *
= S (m(X7) — EXTh(XP)]) = N (0,4012) a.s.
i=1

remains to show: bootstrapped degenerate part converges to zero.
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Plug-in Bootstrap and Subsampling
Bootstrap Methods New Method: Partial Bootstrap

Plug-in Bootstrap for U-Statistics |l

for iy <o < iz < Iy:

" [he (5. 5) e (5. %)

1377y
1T 1
I'1,I'27I'3,I'4:1

consequently
E* [(ﬁu;(hg))z} LN

Theorem (Bickel, Freedman, 1981)

V(U5 (h) — EXU% () = N (0,4012) a.s.
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Plug-in Bootstrap and Subsampling
Bootstrap Methods New Method: Partial Bootstrap

Circular Block Bootstrap

» Politis, Romano (1992)

» overlapping blocks of length / = /(n)

» drawing blocks with replacement k = [7] times
» forj=1,... k,i=1,....n

P*(X;Ej—1)+1 = )(ia ceey )(]7 = )(I?Hf‘l) =
P (Xiotya1 = Xiv s X = Xivr [ Xa, o0 Xn ) =
conditions on the block length:

» I(n) — oo, I(n) < Cn'—¢ for some ¢ > 0
> I(n) = p(2FK) for 2k < n < 2k+1 I=1,2,...
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Plug-in Bootstrap and Subsampling
Bootstrap Methods New Method: Partial Bootstrap

Plug-in Bootstrap for U-Statistics

calculate U-statistic for X7, ..., Xj:
1 Ik

2
Up(h) = G 0 h(XX7) = 04 3 3 mX) + Ui(he)
(2) 1<i<j<lk P

Theorem (Dehling, Wendler, 2010)

under the conditions of CLT for U-statistics

sup
xeR

P [VIK (Uj (h) — E* [U (h)]) < x|

—P [Vn(Uy(h)—0) < x]| -0 as.

for degenerate U-statistic: different method, see Dehling, Sharipov,
Wendler (2015)
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Plug-in Bootstrap and Subsampling
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Subsampling

» overlapping blocks of length / = /(n)
» calculate U-statistic for blocks: forj =1,....n:

. p)
= 17— S h(X, X,)

J<h <in<j+1-1
subsampling estimator:

. 1
F/,n(f):m Z 1{\ﬂ(aj,n_Un(h))§t}
j=1

estimator for Fy, (t) = P (v/n(Un(h) — 6) < t)
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Plug-in Bootstrap and Subsampling
Bootstrap Methods New Method: Partial Bootstrap

Subsampling Consistency

Theorem (Politis, Romano, 1994)

» conditions for U-statistics CLT under strong mixing
» block length | — oo, I/n — 0

then A 79
sup (Fin(t) = Fu,(1)) 20
teR
sketch of proof:
> Var(lA:/,,,(t)) — 0 because of strong mixing property
> Fu,(t) = ®(;5) because v/n(Up — 0) = N(0, 0)
> EFpn(t) ~ Fy(t) — &(sL) because / — oo
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Plug-in Bootstrap and Subsampling
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Partial Bootstrap for U-statistics

» plug-in bootstrap: long computing times

» partial bootstrap: compromise between bootstrap and
subsampling

» calculate U-statistic for blocks: forj =1,....n:

N 2
Uj,n = l(/ . 1 Z h(Xi17Xi2)

J<ii <l <j+1-1

bootstrap version:
» drawing from 0 p, . .., Un,» With replacement k = [n//] times to get
oy )y
1, ¥Yk,n
>
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Partial Bootstrap Consistency

|
. 2 ¢ N 2 \
i=(—1)+1 (/—1)/+1§’1<’2S//

for linear part:
/ 1
for degenerate part:

el E mego)] =oeh

(=11 <y <ip<ji

2 Kl
3 m(X7) = 5 > (X))
(-1 i=1

= +1
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Partial Bootstrap Consistency Il

Theorem (Sharipov, Tewes, Wendler, 2015)

under the conditions of CLT for U-statistics

sup
xeR

p* [\/E (D; (h) — E) < x]
—P [Vn(Us(h)—0) < x]| =0
in probability

conjecture: under technical conditions, consistency holds for other
statistics T, if /nT, — N(0, 0?)
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Plug-in Bootstrap and Subsampling
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Computing Time

M: number of Monte Carlo iterations

plug-in bootstrap (naively programmed): ~ C; Mn?

plug-in bootstrap (well programmed): ~ Con?/? + C3M (1)
partial bootstrap: ~ C4nl? + CsM?

subsampling: ~ Cgnl?

2

Martin Wendler Resampling for U-statistics March 3,2016  22/26



Plug-in Bootstrap and Subsampling
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Simulations |

U-statistic: sample variance (kernel h(x,y) = 3(x — y)?)

observations:
» AR-process: X, = aX, 1 +¢€p
» a=0.2,04
» (en)nen Sequence of i.i.d. standard normal
» sample size n = 100,200

resampling methods:
» plug-in bootstrap, partial bootstrap, subsampling
» block length / =3,5,7,10,15
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Simulations I

coverage probability of 95% confidence intervals
plug-in bootstrap / partial bootstrap / subsampling

e 0.2 0.4

n /

100 3 || 0.908/0.922/0.823 | 0.894/0.817/0.730
5 1| 0.911/0.910/0.852 | 0.896/0.838/0.770
7 || 0.909/0.909/0.849 | 0.874/0.857/0.793
10 || 0.890/0.902/0.851 | 0.880/0.859/0.815

200 5 | 0.926/0.930/0.873 | 0.908/0.859/0.813
7 || 0.925/0.926/0.881 | 0.905/0.870/0.831
10 || 0.924/0.920/0.889 | 0.911/0.885/0.857
15 || 0.910/0.910/0.884 | 0.902/0.893/0.849
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Conclusion

Results:
» partial bootstrap as alternative for U-statistics
» partial bootstrap outperfornes subsampling
Open Questions:
» choice of block length?
» consistency of partial bootstrap for other statistics?

Thank you
for your attention!
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